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Abstract

The application of topologic descriptors to polymer data is considered to be an emerging field. Recently, MARCH-INSIDE was

introduced, a topologic approach based on Markov chains. In an attempt to extend its applications to biopolymers, we introduce the

propagation entropies of an electrostatic interaction using a protein road map. These negentropies are then used to classify Human

Rhinoviruses as binding to the low-density lipoprotein receptor (100%) or intracellular adhesion molecule, with an accuracy of 88.89%.

Overall accuracy varies between 91.6 and 100% in training and leave-group-out cross validation. In qualitative terms, the study opens the

way to the application of topologic indices in biopolymer modelling.

q 2004 Elsevier Ltd. All rights reserved.
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1. Introduction

Polymer chains and grid descriptors may be of great use

when the aim of a research project is to derive quantitative

polymer-structure property relationships. In relation to this,

Arteca reported his mean crossing-over number as a

descriptor for polymer chains accounting for the occurrence

of entanglements caused by polymer chains interpenetrating

each other [1,2]. Other molecular descriptors used to codify

the molecular structure of polymers, including protein

folding features, are the linking number, the Flory radius of

gyration, I3 index, and SDA (the sum of the cosines of

dihedral angles) [3–8]. Describing the topology of polymers

is also possible by using theoretical graphic and algebraic

methods, which not only deal with linear polymers such as

DNA, but also branched biopolymers, such as RNA.

Randic’s band average widths and series of sequence

order coupling numbers encoding pseudo-amino acid

composition describe linear biopolymers such as DNA

and proteins [9–15].

In general, topologic indices have many other appli-

cations in the search for quantitative structure-activity

relationships (QSAR) for small to medium-sized molecules,

as well as for studying polymers [16,17]. Nevertheless,

relationships between the structure and properties of

polymers may also be sought using other techniques other

than the topologic method. In particular, Markov chain

theory has been found to have several applications in the

field of biopolymers, particularly with proteins and nucleic

acids [18–20].

It is also widely known that the surface of biopolymers

may help in the recognition of its cellular receptors. As part

of this process of connection, ‘Road maps’ are derived after

a series of general steps. Firstly, a 2D projection is made of

the 3D structure of the biopolymer. Monomers (amino

acids) are then represented in a four-fold colour scale (blue-

basic, red-acidic, yellow-hydrophobic, and green hydro-

philic) [21,22]. Road maps have recently been applied by

Vlasak et al. [23], in studying the receptor recognition of

human Rhinoviruses (HRVs). In this study, a general rule

was defined for predicting which of two possible receptors

will be preferred by HRVs. HRVs are small, icosahedral
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particles (,30 nm) composed of 60 copies of viral capsid

proteins VP1, 2, 3, and 4 and a positive-strand (messenger

sense) RNA, and may be classified into two groups: major

group (viruses binding intracellular adhesion molecule 1,

ICAM-1) and minor group (viruses binding low-density

lipoprotein receptor, LDLR) [24–28]. Vlasak and co-

workers’ rule was derived after visually inspecting road

maps. Unfortunately, the relationship between the structure

of the biopolymers and the study property is not expected to

ever be self-evident.

It was interesting for us to note in the present study that road

maps have the appearance of a multicolored jigsaw. This

means that they may be split into many pieces (amino acids),

which are interconnected. This sentence can be automatically

identified with the concept of coloured graphs, commonly

treated in graph theory [29]. From here on, it is feasible to

encode information about virus surfaces using theoretical

graph invariants or topologic/topographic descriptors [30].

Taking these aspects into account, the present study is

aimed at defining and using topologic descriptors to fit

QSAR into the field of biopolymers. Here, we will extend

our MARCH-INSIDE Markovian method [31–37], to

predict rhinovirus receptors as an illustrative example of

the application of topologic descriptors in modeling the

properties of biopolymers.

2. Methods

2.1. Topologic Chapman–Kolmogorov decay of polar

surface interactions

Consider an amino acid residue (aaj) on the surface of the

viral protein, interacting with an external factor (drug or

viral receptor) at the initial time ðt0 ¼ 0Þ: Given one polarity

driven by interaction, from here we will consider the

problem of calculating the probability of this interaction

affecting other amino acids (aak) at the viral envelope in

future moments [31–37]. In accordance with the laws of

thermodynamics, after the VP–receptor interaction, the aaj

of the VP forms a complex with the receptor in an excited

state. Once this initial interaction takes place ðt0 ¼ 0Þ; it is

expected that the more favorably the VP manages to fold to

a stable complex, the higher the virus’s preference for this

receptor as compared to others [38,39]. Therefore, in the

first stage the problem involves calculating the probability

ð0pjðwjÞÞ of each aaj having an initial interaction with the

receptor at t0 ¼ 0: Secondly, attention could be focused on

calculating the range of probabilities ðkpijÞ with which these

interactions decay along the viral surface over time ðtkÞ:

This problem may be solved by making an analogy with

former applications of the MARCH-INSIDE model

[31–37]. This means that a number of simplifications

have to be considered in order to develop suitable

calculations. Firstly, in the case of calculations, we will

only consider exposed aaj as depicted in road maps.

Secondly, the effect of the specific receptor is not

considered in the probabilistic model but instead in the

final statistical analysis. Eventually, an auxiliary proof

charge (þ1) is used to replace the viral receptor in all

calculations. The general strategy is as follows:

(i) To develop a simple measurement ðwjÞ for the polarity

of aaj:

(ii) To introduce the vector ð0FÞ containing the initial

absolute probabilities ðAp0ðwjÞÞ of polar interaction and

the stochastic matrix ð1PÞ representing the probabil-

ities ð1pijÞ with which the initial interaction of aaj (at

time t0 ¼ 0) affects its closest neighbors at time tk ¼ 1;

given a specific road map.

(iii) To define a stochastic process that generates the

absolute probabilities ðApkðwjÞÞ with which the effect

of the initial interaction ðt0 ¼ 0Þ of the aai reaches aaj at

time tk ¼ k (for details see: [31–37]).

(iv) To calculate the spectrum of time-dependent negen-

tropies (negative entropies: QkðS;wjÞ) of 1P for

specific regions ðsÞ of the virus.

(v) Biophysical comments regarding the model will be

explained in brief.

(vi) To use QkðS;wjÞ as inputs in a Linear Discriminant

Analysis (LDA) to seek a QSAR for receptors

preferred by viruses [40].

2.1.1. The polarity of amino acids as characterized by wj

The electrostatic potential was selected at the molecular

(amino acid) surface wj ¼ Qp
j =Rj (aaj-charge-radius ratio)

due to its close relation with polarity [41]. In this case, Rj is

the exposed amino acid radius (aaj-radius). For the sake of

simplicity, we consider only two radius levels: Rj ¼ 1 for

polar aa and Rj ¼ 2 for non-polar levels.

Furthermore, Qp
j is the corrected charge for the amino

acid. The corrected charge is used to avoid non-positive

values, bearing in mind that probabilities must not be

negative, and the probability of electrostatic interaction of a

neutral amino acid must not be 0, due to the possibility of

induced charges [42]:

Qp
j ¼ Qj þ 3 : Qj

;

Qj ¼ 1 for positively-charged-aa

Qj ¼ 0 for non-charged-aa

Qj ¼ 21 for negatively-charged-aa

8>><
>>:

ð1Þ

It is important to emphasize that despite its simplicity, the

present polarity measurement ðwjÞ may successfully account

for the four classes of aaj [21–23]. As the proof charge is

considered with a fixed charge (þ1) the electrostatic

potential of interaction of an aaj only depends on its charge

and its radius.

(a) wj ¼ Qp
j =Rj ¼ 3=2 ¼ 1:5 for non-polar or hydrophobic

aaj (yellow ¼ Y) ,
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(b) 2/1 ¼ 2 for polar-negatively-charged or acid aaj

(Red ¼ R) ,

(c) 3/1 ¼ 3 polar but non-charged aaj (Green ¼ G) ,

(d) 4/1 ¼ 4 positively charged aaj (Blue ¼ B).

2.1.2. Initial and secondary stages of the interaction

between the virus surface and the receptor

The initial stage and secondary stage of the interaction

between the virus and the auxiliary proof charge, represent-

ing the receptor, is described here using a probabilistic

approach:

0f ; 0pjðwjÞ ¼
wj

Xn

k¼1

wk

¼
Qp

j =Rj

Xdþ1

k¼1

Qp
j =Rk

ð2Þ

and

P1 ; 1pij :
1pij ¼

wj

Xdþ1

k¼1

wk

¼
Qp

j =Rj

Xdþ1

k¼1

Qp
j =Rk

ð3Þ

It is important to note that summation in (2) covers all the

aaj of the virus. On the contrary, summation in (3) only

covers the aak of the virus that are adjacent to aai in the road

map. Two different aaj are only considered as adjacent to

each other in the VRM if and only if the length of the contact

frontier between them in the road map is .1. The

interactions between aaj with the contact frontier #1 are

prohibited in the present model at times t0 ¼ 0 and t1 ¼ 1:

In any case, these interactions may occur, indirectly, at a

later time tk ðk . 1Þ: This means that the propagation of the

polar interaction follows the connectivity of the vertices in

the graph derived from the road map. This fact determines

the topological nature of the present model. It is very

important to consider that the adjacency of two aaj in the

road maps does not imply that they are chemically bonded

to each other, but instead that the exposed surfaces are

neighbours. Furthermore, the present model is topological

in terms of viral surface interactions, but contains real 3D

information about the viral structure. In fact, road maps

are derived from X-ray, NMR or 3D-computational models

[36,37,43].

2.1.3. Markov chain processes for polar virus–receptor

interaction decay

The most important aspect involved in the present study

is the consideration that once viral aaj-receptor interaction

takes place; its propagation obeys the Chapman –

Kolmogorov equations [44]. In mathematical terms, the

vectors kF with elements equal to the absolute time-

dependent probabilities ðkpjÞ; with which each aaj influences

the folding kinetics of the complex virus–receptors,

depends on the natural powers of 1P:

kf ; kpjðwjÞ :
kf ¼ 0f £ ðP1Þ

k ð4Þ

This hypothesis makes it possible to calculate all time-

dependent probabilities, only having the initial probability

vector (0F) and the stochastic matrix (1P). This means that

the process of relaxation of the virus envelope after the

initial interaction with the receptor may be represented as a

Markov chain. As a result, the initial time probabilities (at

t0 ¼ 0) and the second-stage probabilities at t1 ¼ 1

(represented by the matrix 1P) govern the folding kinetics

of the virus–receptor complex at subsequent times tk ¼ 2;

3, 4, 5… until reaching the stationary state [31–37].

2.1.4. Local and total negentropies of time dependent

polar–surface interactions as molecular descriptors of the

viral structure

Molecular negentropies [45,30] have proved to be an

excellent source for the definition of novel molecular

descriptors. With regard to this, our research group

has investigated the application of novel types of

molecular negentropies Qkðs;wjÞ in order to study the

structure-property relationships of proteins and nucleic

acids [33,37,44,46,47].

Qkðs;wjÞ ¼ 2kB

Xs

n¼0

ApkðwjÞlog ApkðwjÞ ð5Þ

Where wj is a weight characterizing the phenomena under

study [31–37], e.g.:

wj ¼ xj; Pauling electronegativity, or any other function

wj ¼ f ðnijÞ; being nij the number of shared electrons

between two atoms.

wj ¼ nj represents the frequency (energy) of an elastic

vibration to describe its probability of propagation

through a nucleic acid backbone (DNA or RNA).

wj ¼ ECIj the electronic charge index of the amino acid

to encode the protein structure.

wj ¼ wj in this paper.

Considering the atoms, nucleotides, and amino acids of

the VP as independent sources of entropy [33], the sum of

Qkðs;wjÞ for a set of elements ðsÞ at the same tk and with the

same wj constitute the entropy related to the phenomenon

characterised by wj; at this tk for this collection of elements.

In specific terms, if the collection s contains the sum of

the vertices (aaj in the present work) then s ¼ T and

QkðT ;wjÞ becomes a total descriptor. Conversely, if the

collection s contains only one specific vertex (e.g. the Lys in

the HI loop of the HRVs) then s ¼ Lys and QkðL;wjÞ

becomes a local descriptor. The HI loop is a specific feature

present in HRVs, whose information content has been

proposed as being of utmost importance in receptor

recognition [48]. Amino acid class grouped by indices are

another example of the local indices obtained, for example:

s ¼ B (basic aaj). The calculation of the virus surface

descriptors described above has been implemented in our
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user-friendly software application, MARCH-INSIDE 2.0

[49].

2.1.5. Biophysical comments on the model

One of the main problems in developing physical and

biophysical theories is selecting the invariant scales for the

units. Labeling, chemical, translational, rotational, and

conformational invariance are the most widely used scales

for molecular descriptors [50]. With regard to Rj; the

elements of the stochastic matrix and therefore the viral

descriptors ðQkðS;wjÞÞ derived are invariant under linear

changes of scale ‘Rj ¼ aRj: This means that the probabil-

ities calculated with the former scale ð1pijÞ are identical to

the pattern of probabilities calculated with each alternative

scale ð‘1pijÞ as follows:

1pij ¼
wj

Xdþ1

k¼1

wk

¼
Qp

j =
0Rj

Xdþ1

k¼1

Qp
j =
0Rk

¼
Qp

j =a)Rj

Xdþ1

k¼1

Qp
j =aRj

¼

1

a
Qp

j =Rj

1

a

Xdþ1

k¼1

Qp
j =Rk

¼
Qp

j =Rj

Xdþ1

k¼1

Qp
j =Rk

¼ 1pij ð6Þ

Where 0Rj is the new radio scale and a represents the

conversion factor from one scale to other ðRjÞ: Accordingly,

the stochastic matrix is also invariant with regard to the

selection of the Qp
j scale. This may be easily demonstrated

by substituting Qp
j with another scale related to it linearly by

the conversion factor b ð
0

Qp
j ¼ bQp

j Þ:

In this case, there are some physical reasons for selecting

a topological Chapman–Kolmogorov behaviour. Firstly,

virus–receptor interaction is a docking-like molecular

phenomenon and as this must obey the laws of quantum

or at least molecular mechanics [38,39]. This means that

the stochastic process selected must therefore obey

Heisenberg’s uncertainty, and the principle of indistinguish-

ability of identical particles (electrons) [51]. The selection

of Markov chains determines that the present model does

not depend on the labeling of electrons at previous

configurations (less memory) [52,53]. On the other hand,

this imposes the fact that it is not possible to precisely

determine the propagation of the interaction, only its

probabilities [31–37].

Another interesting property of this procedure refers to

the algebraic properties traditionally established in mathe-

matical biology for the matrix representation of biopoly-

mers. If we consider M as the matrix representing the 2D

structure of the biopolymer and m as a vector that codifies

information about its monomers (nucleotides or aa), they are

both traditionally compelled to obey the following self-

consistent relationship: m £ M ¼ m [10]. The present

methodology does not only uphold this condition, but also

lends it profound biophysical significance. A classical result

of the theory of Markov chains is the limiting behaviour of

ApkðwjÞ when k tends to be infinite (1) [20,44,52,53]. In

mathematical terms, a matrix such as 1P and the vector 1F

are interconnected by the following relationship: 1F £
1P ¼ 1F: This implies that 1F is an Eigenvector 1P with

elements ðAp1ðwjÞÞ: Therefore, the initial aaj-receptor

interaction affects the other aak at the virus surface, with

time changing absolute probabilities ðApkðwjÞÞ; which reach

limiting or stationary values Ap1ðwjÞ at time t1: In

biophysical terms, this means that the folding change

originated at the virus surface by the initial polar interaction

is not infinite. Conversely, this folding process reaches the

stationary state in a quasi-static manner. Actually, the

vectors kF are highly collinear or otherwise non-orthogonal

ðk21F £ kFt – 0Þ for quite short periods of time: tk ¼ k ,
15: In practical terms, this means that the numerical

calculations achieve results that are very similar to the

stationary results at t1 ¼ k ! 1: In the previous analysis,

the symbol kFt refers to the transposition of the vectors kF:

2.1.6. Stochastic negentropies and viral property

relationships

In the present study, LDA is proposed for use in seeking a

linear discriminatory function to predict which of two

possible receptors are preferred by the virus [54,55]. This

relationship may be represented using the following general

expression:

Vr ¼ b0 þ b1kQkðL;wjÞ þ b2BkQkðB;wjÞ þ b3kQkðT;wjÞ ð7Þ

Where, Vr (viral receptor), the output of the model, is a

dummy variable (Vr ¼ 1 if the virus receptor is LDLR and

21 if it is ICAM-1). In the equation, b0; b1k; b2Bk; and b3k

are the stepwise LDA coefficients as estimated using the

STATISTICA 6.0 software package [56]. These coefficients

may account for information about the direct influence of

the negentropies calculated considering the proof-charge vs.

virus interaction with regard to the real system constituted

by the pair-wise interaction between the virus and its

receptor. In this equation, QkðB;wjÞ;QkðL;wjÞ; and

QkðT;wjÞ act as viral descriptors and constitute the inputs

of the model. The training quality of this model was

assessed by direct inspection of different statistics such as

good classification percentages (% LDLR, % ICAM, %

Total), Wilks’s statistics (U), the Fisher ratio (F) and the

probability of error ( p-level ( p)). The parameters % LDLR

and % ICAM are good classification percentages for viruses

binding to one of the two possible viral receptors, LDLR

and ICAM. Also, % Total is the total good classification

percentage. The quality of the model was considered as

acceptable if all of these percentages were .85%.

Statistical significance was measured by selecting models

whose values for U and F imply that p , 0:05 [31–37].

Furthermore, the model was validated by carrying out

resubstitution experiments. A total of four leave-group-out

runs were performed. In doing so, 1 out of every 4

compounds was extracted at random. The model with the
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smallest variation for all of the parameters with regard to the

training series and cross-validation was selected [57].

3. Results and discussion

The same HRVs series recently used by Ref. [23] was

considered here as a training series. A total of 19 HRVs

were studied: 10 belonging to minor group and the other 9 to

the major group. Initially, the surface structure of all the

HRVs was entered into the MARCH-INSIDE 2.0 software

as 4-folded coloured graphs. These graphs were derived

from the Road maps as detailed in Section 2.1.2 of this

article. The respective graphs for each one of the minor

group HRVs are shown in Table 1.

Also, the graphs for major group HRVs are shown in

Table 1

Minor group HRVs 4-folded-colored-graphs
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Table 2. Secondly, calculations were made of the six first

negentropies (tk ¼ 0; 1, 2…5) for the three different kinds of

viral surface regions QkðB;wjÞ;QkðL;wjÞ; and QkðT;wjÞ:

The significance of QkðB;wjÞ;QkðL;wjÞ; and QkðT;wjÞ stay

the same; they are the Markovian propagation negentropies

with the time of the polar interaction between the amino

acids and the proof charge. Three sets of amino acids were

considered: L ¼ Lysine in the HI loop, B ¼ Basic amino

acids, and T ¼ all the amino acids of the VP.

An LDA was then performed in order to detect the

model. The best model found included only three variables

Q0ðB;wjÞ;Q0ðL;wjÞ; and Q5ðT;wjÞ: Therefore, the model

has an acceptable balance ðrÞ between the number of cases

ðNÞ and the number of adjustable parameters ðNapÞ: For the

Table 2

Major group HRVs 4-folded-colored-graphs
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present specific case Nap ¼ 8 due to the fact that we are

dealing with a two-group LDA. This means that the number

of discriminant functions is Ncf ¼ 1; and taking this into

account, each function has 3 variables ðNv ¼ 3Þ and 1

intercept to be estimated: r ¼ N=Nap ¼ N=Np
cfðNv þ 1Þ ¼

19=1 £ ð3 þ 1Þ ¼ 3:16; which is an acceptable value [54].

The equation is presented below, and was selected by

considering all the aspects explained in section 2.2:

Vr ¼ 222:526 þ 289:943 £Q0ðL;wjÞ þ 24:074 £Q0

ðB;wjÞ þ 0:841 £Q5ðT;wjÞ

ð8Þ

Details of the training and cross-validation properties of the

model are presented in Table 3. As may be seen, the values

of F and U statistics were sufficient to ensure the statistical

significance of the model for training, as well as for cross-

validation. In all cases the p-level was ,0.00, and

furthermore the model has shown to have very good

predictability in both training series, ranging from 88.89%

to 100%. The 3 variables may be clearly identified with 3

factors governing virus docking to the molecular receptor.

The first, and strongest factor, Q0ðL;wjÞ codifies infor-

mation about the number of Lys residues in the HI loop. The

highly positive influence of this factor coincides with very

well documented results in the literature [58]. The second

most important variable according to the statistical results is

Q0ðB;wjÞ; which is directly related to the number of basic

amino acids of the VP exposed at the surface of the HRVs.

This result confirms the previous observations of Vlasak

et al. [23] with regard to the importance of the pattern of

basic amino acids on the viral surface. Finally, the model

detected a less important but still significant factor

Q5ðT;wjÞ: This variable represents the entropy of the

process of propagation of the dipolar interaction on the

entire viral surface until tk ¼ 5: This quantity therefore

codifies middle-to-long-term folding of the entire viral

surface after the initial interaction. For this reason, this

variable codifies information about the whole structure

of the VP as being the most susceptible to phylogenetic

changes with respect to the other two variables. The other

two are local variables. In this sense, is natural to consider

Q5ðT;wjÞ as a variable that determines the specific

probability of binding once Q0ðB;wjÞ; and Q0ðL;wjÞ as

discerning the virus receptor. Nevertheless, it is important to

emphasize that the local variables alone do not seem to be

capable of discriminating the HRVs receptor in all cases,

and require the complementary information from the total

receptor.

The interpretation offered in this article agrees with the

statistical behavior of the model’s robustness and the subse-

quent probability of receptor interaction predicted for each

HRV. In Table 3, the lowest accuracy appeared in the CV2

experiment (83.33%). Nevertheless, these are good enough

Table 3

Summary of statistical analysis for training and Jack-knife cross validation

ALL HRV CV1 CV2 CV3 CV4

n 19 13 12 13 13

u 0.17 0.16 0.24 0.07 0.16

f 24.8 15.6 8.24 419.5 15.5

p ,0.00 ,0.00 ,0.00 ,0.00 ,0.00

%LDLR 100 100 83.33 100 100

%ICAM 88.89 100 100 100 100

%Total 94.7 100 91.66 100 100

Table 4

Results of the LDA classification in training and leave-group-out cross validation

HRV Observed virus receptor Prob Probcv1 Probcv2 Probcv3 Probcv4

2 LDLR 0.999 0.998 0.990a 1.000 0.998

1A LDLR 1.000 0.997 0.994 0.999a 0.997

1B LDLR 0.985 0.101b 0.821 1.000 0.101a

29 LDLR 1.000 1.000 0.999a 1.000 1.000

30 LDLR 0.998 0.975 0.982 0.999a 0.975

31 LDLR 1.000 0.999a 1.000 1.000 0.999a

44 LDLR 1.000 1.000 0.999a 1.000 1.000

47 LDLR 1.000 1.000 1.000 0.999a 1.000

49 LDLR 0.999 0.994a 0.995 1.000 0.994a

62 LDLR 1.000 1.000 0.999a 1.000 1.000

3 ICAM 1.000 1.000 0.999a 1.000 1.000

9 ICAM 1.000 1.000 0.999 0.999a 1.000

14 ICAM 1.000 0.999a 0.999 1.000 0.999a

15 ICAM 1.000 1.000 0.998a 1.000 1.000

16 ICAM 1.000 1.000 0.999 0.999a 1.000

39 ICAM 1.000 0.993a 0.998 1.000 0.993a

50 ICAM 1.000 1.000 0.991a 1.000 1.000

85 ICAM 0.005b 0.617 0.065b 0.000a,b 0.617

89 ICAM 1.000 0.992a 0.998 1.000 0.992a

a Left-out-compound in Jackknife cross-validation.
b Misclassified compound.
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percentages for one interesting case to be discussed. Virus

serotype 85, which is the cause of a lack of accuracy in CV2

and is also misclassified in training, and CV3 (compare

Tables 3 and 4), which seems to be an outlier.

However, it is important to note that this is not merely a

statistical outlier. There are certainly biological motives for

considering this serotype as special, having sequential and

phylogenetic characteristics that are common to the major

group, but 3D features and receptor affinities like those of a

minor group member [59].

4. Conclusions

In summary, we would draw three main conclusions

from this study:

1. Topologic descriptors may be used to predict the

properties of biopolymers from the properties of their

3D-surface.

2. The graph derived from the biopolymer road map may

act as the source for these descriptors.

3. In particular, the 3D generalization of MARCH-INSIDE

for predicting Human Rhinovirus receptors illustrates

how the method may be used in similar situations in

polymer sciences.
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